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Motivation
—In several applications model output is multivariate in nature 

(e.g., vectorial, spatio-temporal dependent)
—We can look at one component at a time
—We also may wish to have an overall indicator of importance
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Previous works
—Marrel, Iooss, et al (2011), Models with spatially dependent outputs, 

Environmetrics.
—Gamboa, Janon, Klein, Lagnoux (2014) Sensitivity Analysis for 

Multidimensional and Functional Outputs, Generalized Sobol’ 
Indices

—Rahman (2016) – The f-sensitivity index (SIAM-JUQ) 
—Marrel, Saint-Geours, De Lozzo (2017) in Handbook of Uncertainty 

Quantification
—Gamboa, Klein, Lagnoux (2018) – Cramer von Mises Distances 

(SIAM-JUQ)
—Fraiman, R., F. Gamboa, and L. Moreno. 2020. “Sensitivity Indices for 

Output on a Riemannian Manifold.” International Journal for 
Uncertainty Quantification 10 (4): 297–314.
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Previous work (cont.)
— Gamboa,  Klein, Lagnoux, Moreno (2021), Sensitivity Analysis in General Metric 

Spaces: output belongs to a  generic metric space
— Fort, Klein, Lagnoux (2021), sensitivity for stochastic outputs when the distance is 

the Wasserstein distance
— Lamboni (2019), (2020), generalized Sobol’ indices and derivative based sensitivity 

measures
— Alexanderian, Gremaud and Smith (2020) variance-based indices are modified to 

take into account the temporal variation of the output process variance
— Zham, Constantine, Prieur Marzok, 2020, SIAM J Sc. Comp., with gradient based 

methods for multivariate vector valued functions
— Da Veiga (2021) (ArXiv) on sensitivity measures based on Kernel-embeddings

— Barr and Rabitz (2022), Siam-JUQ, also on a Kernel-based approach to global sensitivity 
analysis

— And many others
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Optimal transport
—Originated by the work of Gaspard Monge (1781)
— Extended by Kantorovich to a more general formulation 

(1942)
—Has received increasing attention in mathematics and 

artificial intelligence
—Distance between images
—Cuturi (2013) breakthrough paper on the solution of the OT 

problem using the Sinkhorn approximation
—Recent review in SIAM-Review by Chen et al (2021): 

“Stochastic Control Liaisons: Richard Sinkhorn meets 
Gaspard Monge on a Schrödinger Bridge”

—Over time two Fields medal Cedric Villani and Alessio Figalli 
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OT Formulation
— reference probability space, let v and v’ be two probability measures on this space.( ), ,Ω 
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The Wasserstein Distance
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The Elliptical Distribution Case

The quantity in Eq. (12) is called the squared Wasserstein-Bures distance
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OT-based Global Sensitivity Measures
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Interpretation
— The most important input is the one for which we expect to spend more work (it is more costly 

on average) to pass from the distribution of Y to the conditional distribution of Y given X

— The class encompasses several global sensitivity measures. For instance it can be shown that 
the δ-importance measure (B. 2007) is a special case of an OT-based sensitivity measure if the 
space of the output is equipped with the discrete metric.
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Properties 1: Zero-independence property
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Properties 2: Functional Dependence

Let:
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Notable Case
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A stronger result
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A New Sensitivity Index
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The Wasserstein-Bures Case
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Advective and Diffusive Parts
— The previous index is the sum of two parts:

— That accounts for the shift in mean values (centers of mass), and

— That accounts for multi-directional dispersion around the means
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Link to Gamboa et al Generalized Indices

Thus we have a variance contribution, plus other contributions in an 
OT-based sensitivity measure. If distributions are elliptical, we know 
the additional term, otherwise we have to solve the OT problem
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Distortion
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Monotonicity



ESTIMATION



Ishigami Function Distribution
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2) Form the scatterplot
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Partition the horizontal axis



3) Example 10 Partitions

1 1|Y X Partf ∈

1 2|Y X Partf ∈
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Given Data Estimation Theorem
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Experiments
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The Given Data OT-problem
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Results for Alternative Solvers
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Conclusions
— New Family of Indices for Multivariate Responses based on the theory of optimal transport

— Convenient Properties

— Generalize the previous multivariate indices of Lamboni (2011) and Gamboa et al (2014)

— Experiments Carried out thus far show promising results

— OT is a topical subject in AI, recent works propose breakthroughs in solution algorithms with 
interesting application perspectives
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