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Context : The BUVARD tool

BUffer strip for runoff Attenuation and pesticides Retention Design [1]

•Physical processes are complex and interact
•based on non linear equations and/or conceptual and/or stochastic
• a large set of parameters that are difficult to measure/estimate
• a chain of several models, complex to use in practice
⇒ a high uncertainty in an operationnal context

Metamodeling BUVARD to bridge the gap
between modeling and decision support

Challenges for the surrogate of BUVARD

• a chain of several models (var. of interest = ratio)
• inputs are quantitative and qualitative (categorical)
• a huge number of zero values of Runin, Runout, and then RDR
•The output variable RDR has to range between 0 and 1
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Metamodeling setup
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•How to deal with the categorical variables? adaptation of Gaussian
processes[3] and Polynomial Chaos Expansion [5]
•How to deal with the plateau of null observations? DeepGP[4], for
each couple of modalities

Extracted from PhD defense of Ali Hebbal

Results : Direct MM or indirect MM?

Runin, Runin Runout, Runout RDR_Star,
RDRStar_predict
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Kriging : R2 = 0.999 R2 = 0.985 R2 = 0.753 ⇒ 0.96
⇒ Surrogate of the ratio is much more reliable

PCE: Direct, Runin Direct, Runout Indirect (ratio)

Results: MM with classif / boundaries

method (per cat.) GP PCE DeepGP
no classif R2 = 0.951 R2 = 0.903 R2 = 0.964
classif R2 = 0.955 R2 = 0.911 R2 = 0.964

⇒ DeepGP does not need any classification or boundaries

Results : mixed variables or MM by category?
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DeepGP and PCE MM by couple of category (Soil type x Rain type)
⇒ Both methods are in trouble with soils with a predominance of zeros

Method R2 per category R2 for mixed var.
PCE 0.916 0.966

Kriging 0.955 0.964
DeepGP 0.964 -

•Methods for mixed variables are more efficient and robust
•DeepGP performs well except for the worst soils, and is costly

Conclusion

•Categorical var. were properly included into GP and PCE (+ Sobol)
•Mixed variables methods outperform the MM by category
•Classification does not improve the surrogate
•Good quality of prediction (96 % of variance is explained)
⇒Next step : DeepGP for categorical variables


